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ABSTRACT
Global illegal wildlife trade threatens biodiversity and acts as a
potential crisis of invasive species and disease spread. Despite a
wide range of national and international policies and regulations
designed to stop illegal wildlife trade, high profit margins and in-
creasing demand drive a vigorous global illicit trade network. In this
paper, we aim to build an adversarial model to predict the future
wildlife trade based on the historical trade data. We hypothesize
that the majority of illegal wildlife trade is opportunistic crime,
which is highly correlated to legal wildlife trade. We can there-
fore leverage the abundant legal wildlife trade data to forecast the
future wildlife trade, where a fixed fraction of trade volume will
reflect the opportunistic wildlife trade volume. To learn a legal
wildlife trade model, we propose to use graph neural networks and
meta-learning to handle the network and species dependencies,
respectively. Lastly, we suggest to incorporate agent-based models
on top of our model to study the evolution from opportunistic to
more organized illegal wildlife trade behavior.
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1 INTRODUCTION
Wildlife trade presents a major challenge to environmental sus-
tainability. The high economic value in global wildlife trade drives
illegal poaching activity, threatening endangered species and biodi-
versity. Recent estimates place the value of global illegal wildlife
trade at $7-23 billion annually, ranking it third behind only illegal
narcotics and weapons trafficking [15, 16, 28]. Various organiza-
tions have put considerable effort into regulating and investigating
the global wildlife trade. For example, CITES [5], the Convention
on International Trade in Endangered Species of Wild Fauna and
Flora led by United Nations Environment Programme World Con-
servation Monitoring Centre (UNEP-WCMC), has collected more
than 13 million records of globally regulated legal trade in wildlife
of over 34,000 scientific species. CITES is dedicated to understand
the surge of global wildlife trade and promotes interventions to
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protect endangered species. On the other hand, TRAFFIC, a leading
non-governmental organization working globally on trade in wild
animals and plants, aims ensure that wildlife trade is not a threat to
conservation goals. TRAFFIC has conducted many surveys related
to illegal wildlife trad [21].

Recently, artificial intelligence has achieved great success in sup-
porting anti-poaching efforts in national parks [6, 31, 32]. There
are various issues involved in extending the same techniques to
prevent illegal wildlife trade, however. In particular, the network
structure underlying trading behavior and the sparsity of trade
data present challenges for most of the existing machine learning
techniques. In this paper, we focus our study on legal wildlife trade
and opportunistic illegal wildlife trade [19, 30], where the smug-
glers use a volume-based smuggling approach to ship illegal items
along with similar legal items, whose outcome is very similar to
legal wildlife trade. Specifically, a large fraction of illegal wildlife
trade is composed of opportunistic trade [23]. With these, we think
forecasting future legal wildlife trade would help us understand
future opportunistic illegal wildlife trade.

We explore several interrelated problems. First, we propose to
learn an opportunistic adversarial model by predicting the future
legal wildlife trade volume, where a fixed fraction of the trade
volume becomes opportunistic trade. In this task, we use graph
neural networks to handle the underlying network dependencies,
where the wildlife trade behavior is highly dependent on the node
and edge characteristics. In particular, the past trading data of each
particular route are also very informative. Therefore, a model that
can properly handle network dependency and time series data
should play an important role in predicting future wildlife trade.
Second, we note that trade routes for different species are different
but correlated, which may relate to differences in the characteristics
of the species involved [15, 18], source-side biogeography and sink-
side demand. This is an ideal problem for the application of meta-
learning where, given a species description, a meta model can adjust
and specialize to a particular adversarial model. Meta-learning
can often aggregate data from different tasks and thus achieve
better performance. Finally, we expect our opportunistic model
can be used to help understand the evolution of more organized
illegal wildlife trade. Driven by the increasing wildlife trade profit,
opportunistic trade can gradually evolve to organized illegal wildlife
trade [30]. We hope to use our model to incorporate additional
agent-based assumptions to study this wildlife trade evolution [4].

2 WILDLIFE TRADE AND RELATEDWORKS
In this paper, we focus on international wildlife trade. Depending on
governmental border control policy, wildlife trade can be split into
two categories: legal wildlife trade and illegal wildlife trade. Legal
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Figure 1: The historical data of global wildlife trade, country development indicators, and network structure are the available
features that can be used to predict the future wildlife trade. Different machine learning models, including multilayer percep-
tron, graph neural networks, spatio-temporal graph neural networks, can be used to fit the historical wildlife trade data. Once
the model is trained, we can make prediction on the unseen future wildlife trade.

wildlife trade is under regulatory administration, with the goal
of mitigating impacts to biodiversity and the environment. Legal
trade is generally well documented in data. Illegal wildlife trade,
by contrast, is not under administration, which may lead to greater
environmental impact. Illegal trade is also poorly documented in
data due to the efforts of smugglers to conceal their activity.

2.1 Agent-based Adversarial Models on Illegal
Wildlife Trade

International illegal wildlife trade involves individuals, groups
and/or organizations transporting animals or plants, both living and
their derivative parts, across international borders in contravention
of national and/or international laws. Here we discuss adversarial
models of smugglers that differ by the level of rationality of the
actors involved.

2.1.1 Fully Rational Adversary. In the most extreme case, smug-
glers can conduct surveillance to understand the risk of each route,
and optimally select the one route with the lowest risk and high-
est profit. The problem can be formulated as a network security
game [24], an extension of the general Stackelberg security game [22].
In network security games, the defender selects a mixed strategy
to allocate checkpoints on a network first, while the adversary
chooses an optimal path after observing the defender’s mixed strat-
egy. Many algorithms [10, 11] were proposed to find the optimal
defense strategy in network security games. However, the fully
rational assumption is often too pessimistic. Smugglers are not
omniscient and often follow learned routines that persist in spite
of defender strategies.

2.1.2 Boundedly Rational Adversary. Instead of assuming a perfect
adversary, adversaries can have their own unknown preferences,
which can be learned from observed historical interactions between
the defenders and the adversaries. Various boundedly rational mod-
els [7, 27, 33] were proposed to model the bounded rationality.
However, the major challenge of fitting a boundedly rational model
in the present case is the lack of sufficient illegal wildlife trade data.
Not only are past defense policies usually confidential, but data on
past illegal smuggling trajectories are hard to collect.

2.2 Opportunistic Illegal Wildlife Trade
Interestingly, various studies suggest that most wildlife smugglers
adopt strategies close to normative behavioral routines [3, 4, 15, 18,
19, 28, 30]. This observation motivates us to study opportunistic
illegal wildlife trade as a proxy for hard-to-observe illegal wildlife
trade. Specifically, we propose to use historical legal wildlife trade
data over time to build an adversarial model to predict the future
legal wildlife trade, which also serves as an estimate of opportunistic
illegal wildlife trade over time. We expect to be able to transfer the
knowledge gained from the study of legal, opportunistic wildlife
trade to more sophisticated organized illegal wildlife trade.

3 PROBLEM STATEMENT
The main goal is to predict the future wildlife trade quantity of each
species at every available cross-country route using the information
of historical trading quantities, network structure, and various
country indicators. To accommodate the network structure, we
use 𝐺 = (𝑉 , 𝐸) to denote the entire physical network worldwide,
where each node 𝑣 ∈ 𝑉 represents a country, and a directed edge
𝑒 = (𝑢, 𝑣) ∈ 𝐸 connecting two countries refers to the trading
direction from country 𝑢 to country 𝑣 . We only use the edges that
have been used as a trading route in the dataset as our edge set 𝐸.

In particular, to accommodate the difference between countries
and time periods, we assume there is a fixed-length feature 𝜉𝑣,𝑡 ∈ R𝑘
associated with each country 𝑣 ∈ 𝑉 at each time stamp 𝑡 ∈ 𝑇 .
These temporal country-dependent features can be used to identify
countries with similar social and economic conditions, which very
likely would affect the demand volume and trading decisions. We
use 𝑦𝑠,𝑒,𝑡 ∈ R≥0 to denote the trading volume of species 𝑠 ∈ 𝑆 at
route 𝑒 ∈ 𝐸 at time 𝑡 . Our goal is to use all the information prior
to time 𝑡 , but not the information at time 𝑡 , to predict the trading
volume at time 𝑡 . The flowchart is shown in Figure 1. For each
species 𝑠 ∈ 𝑆 , we aim to find the best model𝛷𝑠

𝑤 parameterized by
𝑤 by minimizing the expected loss over the past time 𝑡 ∈ 𝑇 and
available routes 𝑒 ∈ 𝐸:

𝐸𝑡 ∈𝑇,𝑒∈𝐸
[
loss(𝛷𝑠

𝑤 (𝑒,𝑦<𝑡 , 𝜉<𝑡 ), 𝑦𝑠,𝑒,𝑡 )
]

(1)

We assume our predictive model𝛷𝑠
𝑤 takes the historical country

features 𝜉<𝑡 and past trading quantities 𝑦<𝑡 as inputs. For each



feasible edge 𝑒 ∈ 𝐸, the model outputs a value as the predicted
future trading volume. At test time, we can use the trained model
to predict the trade quantity at future unseen time horizon.

Given the disparity between the trading behavior of different
species [15], we learn and maintain a predictive model𝛷𝑠

𝑤 for each
species 𝑠 ∈ 𝑆 . In Section 6.2, wewill discuss the potential of applying
meta-learning to learn a single meta model to fit all the species.

4 DATASETS
Here we describe two main datasets that we use as our country
features and wildlife trade quantities.

4.1 World Development Indicators
The World Development Indicators [1] is a dataset maintained by
The World Bank. It is a compilation of relevant, high-quality, and
internationally comparable statistics about global development. It
includes different categories of statistics of each country, including
more than 1400 indicators related to poverty, equality, people, envi-
ronment, economics, markets, and global links. We use the annual
statistics of all these country indicators as our country features.

4.2 Convention on International Trade in
Endangered Species (CITES)

The CITES dataset [5] contains more than 13 million records of
trade in wildlife of over 34,000 scientific species since 1975. CITES
is commonly used to study and monitor the level of international
trade [2, 20]. Each data entry contains the taxon of the particular
trading species, time period (year), export country, import country,
and quantity with unit. We can use these information to construct
a trading route map for each species 𝑠 ∈ 𝑆 in a given year 𝑡 ∈ 𝑇 ,
where each edge 𝑒 ∈ 𝐸 is associated with a trading volume 𝑦𝑠,𝑡,𝑒 .
We adopt the data collected from 1980 to 2018. All the past wildlife
trade volume are used as our edge features, while the trade volume
in the next year is used as the target value we want to predict.

5 PREDICTIVE MODELS
Since our input data is graph-dependent and a time series data, we
provide the description of various predictive models below.

5.1 Multilayer Perceptron
The most naive model we can use here is multilayer perceptron. We
can concatenate the feature of the importing and exporting coun-
tries in the last time period, and the past trade volume for the route
as our route feature. Therefore, for each route 𝑒 = (𝑢, 𝑣) ∈ 𝐸 and
each time 𝑡 , the fixed-length features are composed of 𝜉𝑢,𝑡−1, 𝜉𝑣,𝑡−1,
and {𝑦𝑒,𝑡−𝑖 }𝑖∈{1,2, · · · ,ℎ} . We can fit a multilayer perceptron model
to predict the current trade volume 𝑦𝑒,𝑡 .

5.2 Graph Neural Network
To leverage the network structure of the wildlife trade problem,
we can use graph neural networks (GNNs) [29, 36] as our predic-
tive model to resolve the graph dependency. The message passing
process implemented in GNNs can propagate the features of nodes
and edges to their neighbors in multiple hubs away with a non-
linear activation function [9, 13] or an attention mechanism [25]

to aggregate information. For example, we can use the country
development indicators in the last time period as our node feature
𝜉𝑢 , and the past 5 years trade volume and some route properties,
e.g., distance, as our edge feature 𝜂𝑒 . We can feed the entire network
with edge set 𝐸 being the available routes and the features into a
GNN. The GNN performs graph convolutions to propagate node
and edge features to their neighborhood and eventually outputs
vectors 𝜉𝑢 , 𝜂𝑒 for each node 𝑢 ∈ 𝑉 and edge 𝑒 ∈ 𝐸, serving as a
compact embedding of the knowledge of neighborhood structure.
We can concatenate the compact embeddings 𝜉𝑢 , 𝜉𝑣 of node 𝑢, 𝑣
and the corresponding edge embedding 𝜂𝑒 ] and feed them into a
multilayer perceptron to predict the corresponding trade volume.

5.3 Spatio-temporal Graph Neural Network
To incorporate the temporal information of country development
indicators and wildlife trade, it is better to include the entire time
series data of the last few time periods as the input features of our
model. There is a similar challenge in traffic prediction [14, 35],
where both the network structure and the time series are crucial
for making prediction at the next time frame. In particular, Yu
et al. [34] proposed Spatio-Temporal Graph Convolutional Net-
works (STGCN) to include temporal convolution layers in graph
neural networks to combine temporal and spatial information.
STGCN achieves great success in traffic prediction against the ex-
isting baselines. We expect that incorporating both the temporal
and spatio features can achieve better performance.

6 FUTURE DIRECTIONS AND CHALLENGES
In this section, we summarize some future directions and the asso-
ciated challenges of forecasting future wildlife trade.

6.1 Graph Neural Networks Structure
To apply graph neural networks on wildlife trade prediction, the
first challenge is how to properly handle node features, edge fea-
tures, and time series data. In the literature, various edge-dependent
graph neural networks [8, 12] were proposed to handle the chal-
lenge of edge features and node features. On the other hand, Yu
et al. [34] proposed spatio-temporal graph neural networks to han-
dle the time series node features, where they added additional
temporal convolutional layers to GNN in order to process and ag-
gregate the time series data. However, the absence of edge features
makes it difficult to fit into our problem, where our edge features
play an important role in making prediction because the past trade
volume is highly correlated to the future trade volume. Therefore,
incorporating both the edge features and time series data properly
is a crucial challenge in predicting future wildlife trade.

6.2 Meta-learning Across Different Species
Our second challenge is the dependency on trade in different species
Moreto and Lemieux. In the previous sections, we suggested to build
a model for each species to specialize the trading pattern. However,
this approach lets go of the opportunity to leverage correlations
between species. A better solution is to build up a single meta model,
with the species description used as an input to adjust predictions.
This direction is known as meta-learning [17, 26]. In our wildlife
trade prediction problem, we have a limited amount of data per



(a) Alligator Mississippiensis trade distribution in 1990 (b) Alligator Mississippiensis trade distribution in 2018

Figure 2: Visualization of the trading route change of American alligator (Alligator Mississippiensis) from 1990 to 2018 in
CITES dataset. The routes are plotted with line width proportional to the routes’ relative frequency, where green and red
arrows refer to the exporting and the importing ends, respectively. The major habitat of American alligator is located in the
southeastern United States.We can seemanymajor routes going fromUnited States to some European and Asian countries for
redistribution purpose in 1990. In 2018, although the major routes remain the same, we see a more diverse route distribution
and a more widespread demand.
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(a) Annual trade counts of various wildlife species from
1975 to 2018.
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(b) Visualization of the annual route diversity using Shannon entropy. The larger
the entropy is, the more diverse the route usage is.

Figure 3: Visualization of the trade counts and route diversity of the top-10 popular trading species in CITES. We can see that
there is a significant growth in terms of the trade counts across all wildlife species. The diversity of route choices benefits from
the development of air transportation. However, the diverse shipping route choices can also make administration harder.

species. With the use of meta-learning, we can combine the data
from all species and learn the model collectively, which can resolve
the issue of data deficiency.

6.3 Non-opportunistic Adversarial Models and
Intervention Effect

Although the majority of illegal wildlife trade is potentially oppor-
tunistic, when a specific intervention is imposed, trade behavior
could change drastically. We still need to understand how the adver-
sary responds to different potential interventions. A first step is to
check whether our model learned from the CITES database different
trade behaviors between less and more endangered species. This
can provide insight on trading behavior shift under different levels
of regulation. A more sophisticated non-opportunistic adversarial
model, with the opportunistic model as the prior, and intervention
response model can be built to accommodate the non-opportunistic
behavior and the effect of intervention.

7 VISUALIZATION AND DISCUSSION
In Figure 2, we visualize the networks underlying legal trade in
1990 and 2018 of American alligator. The main trading source of

American alligator is the United States. We can see a few clear
hubs in Europe in 1990 to redistribute alligator to other countries,
while the routes became sparser in 2018 due to the expansion of
air transportation and more demand for alligator across different
countries. A similar route distribution shift can also be found across
all species, but they are highly dependent on the species habitats
and local culture. This suggests that there is a potential for machine
learning to help predict the complex future trade distribution.

In Figure 3(a) and 3(b), we visualize the trade volume and route
diversity of the top-10 traded species. Trade volume and route
diversity increased for most species. This suggests a globally in-
crease in wildlife trade issue and an evolving sophisticated trade
network. Machine learning models can help by properly handling
the complex historical information and network structure.

8 CONCLUSION
Forecasting future wildlife trade is an important interdisciplinary
direction for conservationists and computer scientists. We summa-
rize some challenges with proposed machine learning solutions. We
hope building an opportunistic adversarial model can help predict
and control the prevalent global wildlife trade, and hopefully foster
more agent-based adversarial modeling studies in wildlife trade.
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