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Abstract— We study games with nonlinear best response
functions played on a network consisting of disjoint communi-
ties. Prior works on network games have identified conditions
to guarantee the uniqueness and stability of Nash equilibria
in a network without any community structure. In this paper
we are interested in accomplishing the same for networks
with a community structure; it turns out that these conditions
are much easier to verify with certain community structures.
Specifically, we consider multipartite graphs and show that
the uniqueness and stability of Nash equilibria are related to
matrices which are potentially much lower in dimension, on the
order of the number of communities, compared to same-size
networks without a multipartite structure, in which case such
matrices have a dimension the size of the network. We further
introduce a new notion of degree centrality to measure the
importance and influence of a community in such a network.
We show that this notion enables us to find new conditions for
uniqueness and stability of Nash equilibria.

I. INTRODUCTION

Interaction of strategic agents and their decision making
process are considered as a network game. In this type
of games, the utility of an agent depends on his own
effort/decision as well as the effort of other agents in his
neighborhood. Specially, the effort of an agent can be a
substitute or complement for his neighbors. If the effort of
an agent is a substitute (complement) to his neighbors, then
an increase in effort of an agent increases (decreases) the
utility of the neighbors. Various models have been proposed
and studied as a network game such as provision of public
goods [1], [2], [3], Interdependent Security Games [4], [5],
and financial markets [6].

A common line of research in this literature is to study
the effect of network structure on the existence, uniqueness
and stability of the equilibrium (see, e.g., [7] for a survey on
network games). Network games with linear best response
functions have been studied in [8], [9]. Bramoulle et al. [8]
uncovers the importance of the lowest eigenvalue of adjacen-
cy matrix of the network and shows that the uniqueness and
stability of the equilibrium depend on this eigenvalue. [9]
shows that if the adjacency matrix of the network is strictly
diagonally dominant, then the equilibrium is unique.

Network games with nonlinear best-response functions
have been studied in [1], [10], [11], [12], [13]. Allouch in [1]
introduces a sufficient condition for the uniqueness of Nash
equilibrium called network normality which imposes lower
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Fig. 1. A multipartite network with 3 communities.

and upper bound on derivative of Engel curves. Acemoglu
et al. [10] consider a network game with idiosyncratic
shocks and show that if the best response mapping is
either a contraction with a Lipschitz constant smaller than
one or a bounded non-expansive mapping, then the game
has a unique Nash equilibrium. Zhou et al. [11] establish
a connection between nonlinear complementary problem
(NCP) and network games and use the existing results in
NCP literature to find sufficient conditions for uniqueness
of Nash equilibrium. Recent work by Parise and Ozdaglar
[12] identifies conditions on the underlying network using a
variation inequality framework to guarantee existence and
uniqueness of Nash equilibrium. Lastly, [13] shows that
the uniqueness and stability of the Nash equilibrium can
be determined by the lowest eigenvalue of matrices which
depend on the slope of the agents’ interaction functions and
intensity of their interactions.

In all of the aforementioned literature, the underlying
network is given by a generic adjacency matrix. By contract,
in this paper, we are interested in structured networks, in
particular, networks with communities. Specifically, we shall
consider a network with disjoint communities forming a
multipartite graph/network (see Figure 1 for an example of
a network with three communities and nine agents/players),
where an agent is connected to some or all other communities
(through agent(s) belonging to that community), but not to
anyone within its own community. An example of this type
of network is a network of internet service providers (ISPs),
security product/software vendors, and end user/customers,
where a community in this context is formed based on
the agent’s type. In this case, the connections symbolize
dependent or supply chain relationships, while agents of the
same type do not depend on each other.

Specifically, we will similarly consider a network game
with nonlinear best-response functions as in [1], [10], [11],



[12], [13], but over a multipartite graph. Our goal is to
understand how the existence of this type of community
structure affect the resulting equilibrium analysis. Our main
results are summarized as follows.

1) While prior work, e.g., [13] provides sufficient condi-
tions under which the Nash equilibrium in a network
with a general structure is unique and stable, we show
that the existence of a multipartite community structure
enables us to find conditions which are simpler and
easier to verify. In particular, while the computational
effort of the verification for a structureless network
depends on the size of the network (total number
of agents), for a network with multipartite structure,
the verification now depends only on the number of
communities, which is typically much smaller than the
size of the network.

2) In addition to the uniqueness and stability of the
Nash equilibrium, we also introduce a new notion of
centrality which can be considered as a generalization
of degree centrality. This new centrality definition
measures the influence/importance of a community in
the network. We use this notion of centrality to identify
new conditions for the uniqueness and stability of Nash
equilibrium.

It is worth noting that bipartite and multipartite graph-
s/networks are widely studied in a variety of games beyond
the type of network games considered in this study. Bipartite
graphs/networks are studied in network security games with
attackers and a defender [14], matching games [15], and
network formation game in bipartite exchange economies
[16]. In [17], the fair cost allocations game was analyzed
on bipartite and complete multipartite graphs.

The organization of the remainder of the paper is as
follows. In Section II we introduce our game model with
community structure. We present our results on the existence
and uniqueness of Nash equilibria in Section III, followed by
results on the stability of Nash equilibria in Section IV. We
present and discuss a generalized notion of degree centrality
in Section V, and conclude the paper in Section VI.

II. MODEL AND PRELIMINARIES

A. Game Model

We consider a network with N agents divided into M
different and disjoint communities represented by a directed
graph G = (N ,E ), where N is the set of nodes/agents and
E ⊂N ×N the set of edges. Let Ci = {a(1)i ,a(2)i , · · · ,a(Ni)

i }
denote community i where Ni is its size and a(k)i denotes its
k-th agent.

Agent a(k)i exerts an effort level x(k)i ≥ 0. xxxi =

[x(1)i , · · · ,x(Ni)
i ]T denotes the effort vector of community i.

An edge weight w(k,r)
i j is a real number representing the

type and strength of agent a(r)j ’s influence on agent a(k)i ;
positive (negative) weights are considered as strategic sub-
stitutes (complements). More precisely, if w(k,r)

i j is positive

(negative), then an increase in effort of agent a(r)j increases

(decreases) a(k)i ’s utility due to the positive (negative) exter-
nality. Moreover, w(k,r)

i j = 0 implies that agent a(r)j does not

influence a(k)i .
Wi j = [w(k,r)

i j ]Ni×N j is a weight matrix between communities
i and j. The multipartite graph assumption translates into the
property Wii =000, ∀i. An example of this type of network and
its interpretation were given in the introduction.

We denote by NCi the set of indices of communities which
are neighbors of community i, i.e., with whom i has some
connection: NCi := { j|Wi j 6= 000, j 6= i}.

We consider a family of games with the following best
response function,

x(k)i = max{ fi,k([
M

∑
j=1

Wi j ·xxx j]k),0},

∀i ∈ {1,2, · · · ,M}, k ∈ {1,2, · · · ,Ni}, (1)

where [aaa]k is the kth element of vector aaa, and the maxi-
mization is taken to make sure that effort x(k)i remains non-
negative and feasible. Here, fi,k(.) : R→R is the interaction
function between agent a(k)i and the other agents. We will
keep this function general and shall only assume fi,k(.) is
continuously differentiable for any i ∈ {1,2, · · · ,M}, k ∈
{1,2, · · · ,Ni}. We provide two examples of utility function
which give us the best response function in form (1).

Example 1 (quadratic utility function): Let agent k in
community i have the following utility function,

u(k)i (xxx) =θ
(k)
i · x

(k)
i −

1
2
(x(k)i )2

+ x(k)i · fi,k

(
M

∑
j=1

N j

∑
r=1

w(k,r)
i j · x(r)j

)
(2)

where θ
(k)
i is a fixed positive value. By the first order

condition, the best response function is given by,

x(k)i = max

{
θ
(k)
i + fi,k

(
M

∑
j=1

N j

∑
r=1

w(k,r)
i j · x(r)j

)
,0

}

= max

{
θ
(k)
i + fi,k([

M

∑
j=1

Wi j ·xxx j]k),0

}
(3)

This type of utility function has been studied for network
games [18], [19].

Example 2: Let agent k in community i have the following
utility function:

u(k)i (xxx) =V

(
x(k)i + fi,k

(
M

∑
j=1

N j

∑
r=1

w(k,r)
i j · x(r)j

))
− c(k)i · x

(k)
i (4)

where, V (.) : R→ R is a real valued strictly increasing and
strictly concave function and c(k)i is the cost per unit of effort
for agent a(k)i . Let q(k)i be the effort level such that V ′(q(k)i ) =

c(k)i . Then, by the first order condition, the best response



function of agent a(k)i is given by,

x(k)i = max

{
q(k)i − fi,k

(
M

∑
j=1

N j

∑
r=1

w(k,r)
i j · x(r)j

)
,0

}

= max

{
q(k)i − fi,k([

M

∑
j=1

Wi j ·xxx j]k),0

}
(5)

This type of function has been studied in public good
provision games and network games [11], [8], [20].

For convenience, we define fi = [ fi,1, fi,2, · · · , fi,Ni ]
T .

Therefore, the best response functions of the agents in
community i are given by,

xxxi = max{ fi(
M

∑
j=1

Wi j ·xxx j),000}, ∀i ∈ {1,2, · · · ,M} (6)

where,

max{[a1,a2, · · · ,aNi ]
T ,000}= [max{a1,0}, · · · ,max{aNi ,0}]

T .

We are interested in characterizing the Nash equilibrium of
the game induced by interactions between strategic agents
in a network with the community structure. By definition,
the Nash equilibrium is the fixed point of best-response
mappings. Let xxx∗ = [xxx∗1,xxx

∗
2, · · · ,xxx∗M]T ∈ RN

≥0 be the Nash
equilibrium resulting from interaction of the agents. Then:

x(k)∗i = max{ fi,k([
M

∑
j=1

Wi j ·xxx∗j ]k),0},

∀i ∈ {1,2, · · · ,M}, k ∈ {1,2, · · · ,Ni} (7)

or equivalently,

xxx∗i = max{ fi( ∑
j∈NCi

Wi j ·xxx∗j),000}, ∀i ∈ {1,2, · · · ,M} . (8)

Moreover, (8) implies that xxx∗i satisfies the following inequal-
ity:

(xxxi−xxx∗i )
T · (xxx∗i − fi( ∑

j∈NCi

Wi j ·xxx∗j))≥ 0, ∀xxxi ∈ RNi
≥0,∀i (9)

Next, we introduce Variational Inequality (VI) problem
and its application in finding Nash equilibrium.

B. The Variational Inequality (VI) problem [21]

Variational Inequality is a class of mathematical problems
and has application in optimization and fixed point problems.
The variational inequality problem is defined as follows,

Definition 1: A varational inequality V I(K,F) consists of
a set K ⊂RN and a mapping F : K→RN , and is the problem
of finding a vector xxx∗ ∈ K such that,

(xxx−xxx∗)T F(xxx∗)≥ 0, ∀xxx ∈ K. (10)
By (9) and (10), it is easy to see that finding Nash equilibrium
of the game defined in Section II-A is equivalent to a
variational inequality problem V I(K,F(xxx)) where K is the
action space, F(xxx) = [F1(xxx),F2(xxx), · · · ,FM(xxx)]T , and Fi(xxx) =
(xxxi− fi(∑ j∈NCi

Wi j ·xxx j)).

III. EXISTENCE AND UNIQUENESS

In this section we identify the conditions for the existence
and uniqueness of Nash equilibrium based on the VI formu-
lation of the game.

A. Existence of NE

We first explore the conditions under which Nash equi-
librium exists. The game defined in Section II-A has at
least one Nash equilibrium if the solution set of V I(K,F(xxx))
is nonempty. The following theorem introduces a sufficient
condition under which the VI problem has a nonempty
solution set [22].

Theorem 1: ([22]) The V I(K,F) has a nonempty and
compact solution set, if the following conditions hold,
1. F is continuous on K.
2. K is nonempty, compact and convex.

Using Theorem 1, we have the following proposition.
Proposition 1: In V I(K,F), given that F is continuous on

K, if one of the following conditions is satisfied, then the
Nash equilibrium exists.

1. Each agent has a finite effort budget and K is a Cartesian
product of agents’ action space. That is, x(k)i ∈ K(k)

i =

[0,B(k)
i ],∀i,k and K = ∏

M
i=1 ∏

Ni
k=1 K(k)

i where B(k)
i and K(k)

i

are the budget and action space of agent a(k)i , respectively.
2. There is a finite and independent effort budget shared

by each community, and based on the budget, we have a
convex and compact action space Ki for community Ci. That
is, Ki = {xxxi|∑Ni

k=1 x(k)i ≤ Bi, xxxi � 000} and K = ∏
M
i=1 Ki, where

Bi is the shared budget of Ci.
Proof: See Appendix I.

B. Uniqueness of NE

We next introduce sufficient conditions under which the
network game defined in II-A has a unique solution. We
begin by introducing the following definitions.

Definition 2: P-Matrix:
A matrix A ∈RN×N is a P-matrix if every principal minor

of A has a positive determinant.

Definition 3: A mapping F : K ⊆ RN → RN , where K
is nonempty, closed and convex and F is continuously
differentiable on K, is

(a) Strongly monotone: if there exists a constant a > 0
such that

(xxx−yyy)T (F(yyy)−F(yyy))≥ a||xxx−yyy||22, ∀xxx,yyy ∈ K (11)

(b) A uniform block P-function w.r.t. the partition K =
K1×K2×·· ·×KM: if there exists a constant b > 0 such that

max
i∈N[1,M]

(xxxi−yyyi)
T [Fi(xxx)−Fi(yyy)]≥ b||xxx−yyy||22, ∀xxx,yyy ∈ K (12)

By setting b= a/M, it is easy to see that strong monotonic-
ity is a sufficient condition of uniform block P-condition.
Parise and Ozdaglar [12] show that if F(xxx) is strongly
monotone or a uniform block P-function, then V I(K,F) has



the unique solution and the Nash equilibrium of network
game corresponding to V I(K,F) is unique.

Unfortunately, it is not easy to verify these conditions for
function F(xxx). Below we take advantage of the community
structure and identify conditions for the uniqueness of Nash
equilibrium that are simpler and easier to verify. To do so,
we introduce matrix ϒC as follows.

β
C
i j = sup

xxx∈K
||O jFi(xxx)||2, ∀i, j ∈ N[1,M], i 6= j

ϒ
C =


1 −βC

12 . . . −βC
1M

−βC
21 1 . . . −βC

2M
...

...
. . .

...
−βC

M1 −βC
M2 . . . 1

 , (13)

(14)

where O jFi(xxx) =
∂Fi(xxx)

∂xxx j
∈ RNi×N j .

The following proposition identifies a condition for the
uniqueness of Nash equilibrium.

Proposition 2: Consider the network game defined in
Section II-A and assume the action space K is a Cartesian
product K = K1×K2×·· ·×KM , where Ki is the action space
of the agents in community Ci. If ϒC is a P-matrix, then the
network game has a unique Nash equilibrium.

Proof: (Sketch)

• First we show that if ϒC is a P-matrix, then F(xxx) is a
uniform block P-function with respect to partition K.

• By [12], if F(xxx) is a uniform block P-function with
respect to partition K, then V I(K,F) has unique solution
which implies that the network game has a unique
equilibrium.

For detailed proof see Appendix II.
Intuitively, βC

i j can represent the largest influence level of
community C j to community Ci. When ϒC is a P-matrix,
usually it implies that βC

i j for ∀i, j ∈ N[1,M], i 6= j has a
relatively small value compared to 1. In this type of network,
communities’ actions have a bounded influence on each
other. Where on the other hand, if at least one community’s
action has an outsized effect on other communities, its
decision can shift the state of the network substantially and
result in possibly multiple equilibriums.

It is worth noting that if we ignore the existence of
community, we can form ϒC by considering each agent as
a singleton community. In this case, ϒC would be an N×N
matrix and would be equal to the matrix used by [23] for
checking the uniqueness of Nash equilibrium. On the other
hand, by taking advantage of the community structure, ϒC is
an M×M matrix which is smaller in dimension and easier
to verify whether it is a P-matrix.

Let ΓC = ϒC− III and ρ(ΓC) be the largest eigenvalue of
ΓC in magnitude (ρ(ΓC) = λmax(Γ

C)). By [24], if ρ(ΓC)< 1,
then ϒC is a P-matrix. Therefore, by Proposition 2, we have
the following.

Corollary 1: If ρ(ΓC) < 1 and K is a Cartesian product
K = K1×K2×·· ·×KM , then the network game has a unique
Nash equilibrium.

By [25], we know that a symmetric matrix is a P-matrix
iff it is positive definite. Moreover, if OF(xxx) is a symmetric
matrix, then ϒC and ΓC both are symmetric. These facts lead
us to the following corollary.

Corollary 2: Assume that Jacobian matrix OF(xxx) is a
symmetric matrix on K, and K is a Cartesian product K =
K1×K2×·· ·×KM . Moreover, let λ1(Γ

C) ≤ λ2(Γ
C) ≤ ·· · ≤

λM(ΓC) be the eigenvalues of ΓC. Then, the network game
has a unique Nash equilibrium if,

1) ϒC is positive definite, i.e., ϒC � 0, or,
2) eigenvalues of ΓC are larger than −1, i.e., λ1(Γ

C) >
−1.

It is worth noting that the first and second conditions are
equivalent.

Proof: ϒC � 0 implies that ϒC is a P-matrix. By
proposition (2), the Nash equilibrium is unique. Moreover,

λ1(Γ
C)>−1⇔ Γ

C �−I⇔ Γ
C + I = ϒ

C � 0 (15)

As a result, if λ1(Γ
C) > −1, the Nash equilibrium of the

network game is unique.
Example 3: An example of a game with symmetric Jaco-

bian matrix.
Consider a game with the following parameters:

N = 5,M = 3,C1 = {a(1)1 ,a(2)1 }, C2 = {a(1)2 ,a(2)2 }, C3 = {a(1)3 }

Assume that f1(xxx) = αW12 · xxx2 + αW13 · xxx3 and f2(xxx) =
βW21 ·xxx1 +βW23 ·xxx3 and f3(xxx) = γW31 ·xxx1 + γW32 ·xxx2, where
xxx1,xxx2 ∈R2 and xxx3 ∈R. Moreover, α,β ,γ ∈R−{0} are three
constants. We consider the following relation between edge
weights,

W21 =
α

β
·W T

12, W31 =
α

γ
·W T

13, W32 =
β

γ
·W T

23

In this example, even though the adjacency matrix of the
network is not symmetric, the Jacobian matrix OF(xxx) is
symmetric and is given by,

OF(xxx) =

 I2×2 −αW12 −αW13
−αW T

12 I2×2 −βW23
−αW T

13 −βW T
23 1


Again, we note that ΓC could be formed by treating each

agent as a singleton community, whereby ΓC is an N×N
matrix and Corollary 2 reduces to Proposition 3 of [13]. On
the other hand, by using the community structure, ΓC is an
M×M matrix and conditions in Corollary 2 are easier to
verify as compared to those in Proposition 3 of [13].

IV. STABILITY

We now examine the stability of Nash equilibrium in these
games. When small changes occur to the underlying model
parameters, a new Nash equilibrium may result. Intuitively,
if the new Nash equilibrium is close enough to the original
one, then we say the original Nash equilibrium is stable.

We define a family of parameterized interaction function
fi,k(x, p) : R×R → R, where p is a real number called



perturbation parameter or shock. Let p(k)i be the perturbation
applied to agent a(k)i , pppi = [p(1)i , · · · , p(Ni)

i ] the vector of
perturbation applied to community i, and ppp = [ppp1, · · ·pppM] ∈
RN the vector of all perturbations/shocks. Moreover, let xxx∗(ppp)
be the action profile at the Nash equilibrium of the game
under perturbation vector ppp and xxx∗ be the Nash equilibrium
of the unperturbed game (xxx∗ = xxx∗(000)).

We denote a ball of radius r > 0 centered at xxx ∈ RN by
B(xxx,r) :=

{
yyy ∈ RN : ||xxx−yyy||2 < r

}
.

Definition 4: ([26]) A Nash equilibrium xxx∗ is stable if
∃r > 0,d > 0 such that ∀ppp ∈ B(000,r), the Nash equilibrium
xxx∗(ppp) exists and satisfies

||xxx∗(ppp)−xxx∗||2 ≤ d||F(xxx∗(ppp),ppp)−F(xxx∗(ppp),000)||2 ,

where Fi(xxx,ppp) = xxxi(ppp)− fi(∑
M
j=1 Wi jxxx j,ppp).

Definition 4 implies the Nash equilibrium of perturbed
game remains close to the Nash equlibrium of unpurturbed
game (xxx∗(0)) if xxx∗(0) is stable.

A. Stability condition without community structure

In order to determine whether Nash equilibrium xxx∗ is
stable, [13] divides the agents into three disjoint sets based
on xxx∗:

A(xxx∗) := {a(k)i |x
(k)∗
i > 0,x(k)∗i − fi,k([

M

∑
j=1

Wi j ·xxx∗j ]k) = 0},

I(xxx∗) := {a(k)i |x
(k)∗
i = 0,x(k)∗i − fi,k([

M

∑
j=1

Wi j ·xxx∗j ]k)> 0},

B(xxx∗) := {a(k)i |x
(k)∗
i = 0,x(k)∗i − fi,k([

M

∑
j=1

Wi j ·xxx∗j ]k) = 0} ,

where A(xxx∗) is referred to as the set of active agents, I(xxx∗) the
set of strictly inactive agents and B(xxx∗) the set of borderline
inactive agents. With small parametric perturbation ppp, agents
in A(xxx∗) remain active (x(k)∗i (ppp)> 0) and agents in I remain
inactive (x(k)∗i (ppp) = 0), while agents in B(xxx∗) can transform
from inactive to active.

[13] established the following sufficient condition for the
solution to V I(K,F) to be stable in the sense of Definition
4.

Theorem 2: ([13]) Consider the matrix

OA,BFA,B(xxx∗) =
[
OAFA(xxx∗) OBFA(xxx∗)
OAFB(xxx∗) OBFB(xxx∗)

]
(16)

where OS1FS2(xxx
∗) is a sub-matrix of OF(xxx∗) whose rows

and columns corresponding to the agents in S1 and S2,
respectively, and OA,BFA,B(xxx∗) is generated by selecting rows
and columns corresponding to A∪B from the game Jacobian
OF(xxx∗). If OA,BFA,B(xxx∗) is positive definite on K, then the
solution xxx∗ to V I(K,F) is stable.

Next, we provide a condition for stability which is easier
to verify as compared to that in Theorem 2 by taking
community structure into account.

B. Stability condition with community structure

Similar to [13], we divide communities into active, strictly
inactive and borderline inactive sets. Specifically, (1) a com-
munity is active if at least one agent in that community exerts
nonzero effort at NE xxx∗; (2) if all agents in a community are
strictly inactive, then the community is strictly inactive; (3)
if all agents of a community are inactive and at least one of
them is borderline inactive, then the community is considered
as a borderline inactive community. Formally, we have,

AC(xxx∗) := {Ci|xxx∗i 6= 000},

IC(xxx∗) := {Ci|xxx∗i = 000,xxx∗i − fi(
M

∑
j=1

Wi j ·xxx∗j)� 000},

BC(xxx∗) := {Ci|xxx∗i = 000}− IC(xxx∗), (17)

where AC(xxx∗), IC(xxx∗), BC(xxx∗) denote the set of active, strictly
inactive and borderline inactive communities respectively.

Proposition 3: Consider Nash equilibrium xxx∗ in the
game. Re-index all communities in AC(xxx∗)∪BC(xxx∗) using
1,2, · · · ,Q, Q = |AC(xxx∗)|+ |BC(xxx∗)|, then define

GC(xxx∗) =


1 −GC

12(xxx
∗) . . . −GC

1Q(xxx
∗)

−GC
21(xxx

∗) 1 . . . −GC
2Q(xxx

∗)
...

...
. . .

...
−GC

Q1(xxx
∗) −GC

Q2(xxx
∗) . . . 1


where GC

i j(xxx
∗) = ||O jFi(xxx∗)||2. If GC(x∗x∗x∗) � 000, then xxx∗ is

stable.

Proof: See Appendix III
Here GC(xxx∗) captures the mutual influence between active

and borderline inactive communities at the current effort
profile. The borderline inactive communities can turn into
active communities under parametric perturbations. When
such flips are significant, large fluctuations can appear in the
network, which can be further amplified through rebounds
and reflections. In this case, new equilibria may not exist,
and even if they do, they may be far away from the original
equilibrium. But when GC(xxx∗)� 000 holds, the significance of
flipping from inactive to active are bounded and fluctuations
become small enough to ignore, and therefore the stability
holds.

Matrix GC is a Q×Q matrix. As Q ≤M, the dimension
of GC is smaller than the matrix OA,BFA,B(xxx∗) defined in
Theorem 2. Therefore, condition in Proposition 3 is easier
to verify compared to Theorem 2.

We conclude this section by introducing a condition on
ΓC leading to stable Nash equilibrium.

Proposition 4: Assume OF is symmetric on K, and
K is a Cartesian product K = ∏

M
i=1 Ki. Moreover, Let

λ1(Γ
C) ≤ λ2(Γ

C) ≤ ·· · ≤ λM(ΓC) be the eigenvalues of ΓC.
If λ1(Γ

C)>−1, then Nash equilibrium is unique and stable.

V. CENTRALITY

In network games, centrality is a metric to measure the
influence of nodes on the network. Degree centrality is



one of the centrality metrics which has gained attention in
the literature [27], [28]. In a directed graph, two different
measures of degree centrality are considered for each node;
indegree centrality, which is a count of edges directed to a
given node, and outdegree centrality, which is the number of
outward directed edges from the given node.

In this section, we introduce a generalization of the degree
centrality measure for disjoint communities.

We describe the influence of a community using Jacobian
matrix OF(xxx). Matrix O jFi(xxx) measures the sensitivity of
agents in community i to the effort of agents in community
j. Thus ||O jFi(xxx)||2 is an appropriate measure of influence
of community j on community i. We formally define our
generalized centrality measure as follows.

Definition 5: Generalized Degree Centrality (GDC):
Let βC

i j = supxxx∈K ||O jFi(xxx)||2. Then, the generalized degree
centralities for community Ci are given by,

Din
i = ∑

j: j 6=i
β

C
i j , Dout

i = ∑
j: j 6=i

β
C
ji , ∀i, j ∈ N[1,M]

Moreover, the maximum GDCs are defined as follows,

Din
max = max

i∈N[1,M]
Din

i , Dout
max = max

i∈N[1,M]
Dout

i

The above definition can be interpreted as follows: Outde-
gree centrality measures the influence of a given community
on the network and depends on two factors, (1) number
of links directed outward from the community, and (2)
derivative of the best response function of other communities
with respect to effort levels of the given community (Larger
derivative implies the network is more sensitive to the given
community’s effort level). In Definition 5, Dout

i captures these
two factor as it is the summation of βC

i j = supxxx∈K ||O jFi(xxx)||2.
We can make a similar argument for Din

i .
If we wish to add external importance to the different com-

munities, we can generalize the extended centrality measure
defined in [29] as follows.

Definition 6: Generalized Extended Degree Centrality
(GEDC):

Let eee ∈ RM
>0 denote the vector of external importance,

where (eee)i = ei > 0 shows the external importance we put
on Ci. We denote

Din
i (eee) = ∑

j: j 6=i
β

C
i j

e j

ei
, Dout

i (eee) = ∑
j: j 6=i

β
C
ji

ei

e j
,∀i, j ∈ N[1,M]

as the generalized extended degree centralities for Ci, and

Din
max(eee) = max

i∈N[1,M]
Din

i (eee),D
out
max(eee) = max

i∈N[1,M]
Dout

i (eee)

as the maximum GEDCs.

When eee = α111,α > 0, Definition 5 and Definition 6 are
equivalent. We now move on to the connection between our
centrality measure and the uniqueness of Nash equilibrium.

Proposition 5: If there exists eee�000 such that Dout
max(eee)< 1,

then the Nash equilibrium is unique.
Proof: See Appendix IV.

Similarly, we have

Proposition 6: If there exists eee�000 such that Din
max(eee)< 1,

then the Nash equilibrium is unique.
The proof is similar to the proof of Proposition 5.

Proposition 5 and 6 both imply that if indegree or out-
degree centrality is bounded, then the Nash equilibrium
is unique. On the other hand, if neither the indegree nor
outdegree is bounded, then at least one community has an
outsized effect on the network. This community’s decision
can change the state of the network significantly, resulting
in possibly multiple equilibrium.

Proposition 5 and 6 are similar with but different from
Proposition 7 in [23]. In our work, the βC

i j represents the
influence level of communities on each other while βi j in
[23] represents the influence level of agents on each other.
Moreover, when both conditions in Proposition 5 and 6 hold,
ϒC � 0. and it becomes a special case of the condition (where
ϒC is symmetric) in Proposition 2.

If OF is symmetric on K, then we are able to establish the
connection between our centrality measure and the stability
of Nash equilibrium in the following.

Corollary 3: If OF is symmetric on K, and exists eee =
α111, α > 0 such that Dout

max(eee) = Din
max(eee)< 1, then the Nash

equilibrium is unique and stable.
Proof: See Appendix V.

Note that Corollary 3 implies Proposition 4 but not vice
versa (See Appendix for more details).

Corollary 3 implies that if the degree centrality of the
communities are bounded, then the network has a unique
and stable Nash equilibrium. On the other hand, if the
degree centrality of a given community is not bounded, the
community has huge impact on the network and the Nash
equilibrium may not be stable as a small perturbation can
influence the network dramatically.

VI. CONCLUSION

We studied a family of games played on a network with the
community structure and non-linear best response function.
Prior works on network games have found sufficient condi-
tions for uniqueness and stability of Nash equilibria which
are mostly difficult to verify. In this work, we showed the
existence of a community structure helps us to simplify such
conditions. In particular, we show that the uniqueness and
stability of Nash equlibria are related to matrices which are
possibly lower dimensional with their dimensions depending
on the number of communities. Moreover, we propose a
new notion of degree centrality to evaluate the influence
of a community in the network. Using this notion, we
are able to identify conditions for uniqueness and stability.
Specifically, we show that if communities of a network have
a bounded degree centrality, then the corresponding network
has a unique and stable Nash equilibrium.
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APPENDIX I
PROOF OF PROPOSITION 1

Proof: According to the finite budget assumptions in
Proposition 1 part 1 and part 2, together with effort level
lower bounded by 0, we know that K is always nonempty and
compact. And according to the independence assumptions, K
is a Cartesian product, in part 1,

K =
M

∏
i=1

Ni

∏
k=1

K(k)
i ,

and in part 2,

K =
M

∏
i=1

Ki.

Since K(k)
i is convex in part 1 and Ki is convex in part 2, K

is always a Cartesian product of convex sets and therefore
is also convex. So K is nonempty, compact and convex, and
therefore the Nash equilibrium exists following Theorem 1.

APPENDIX II
PROOF OF PROPOSITION 2

Proof: According to the assumption in Section II, F is
continuously differentiable on K.

With the community level partition K = ∏
M
i=1 Ki, we

denote OFi(zzz) = ((O jFi(zzz))M
j=1)

T ∈ RNi×N .
We use the notation L(xxx,yyy) to denote the line segment

between two points xxx and yyy in RN . Formally,

L(xxx,yyy) = {αxxx+(1−α)yyy : 0≤ α ≤ 1} .

According to our assumptions on F in Section II, Fi : K→
RNi ,K⊆RN is continuously differentiable on K, and for ∀xxx,yyy
in Ki, L(xxx,yyy) ⊆ Ki. According to [30] page 355, Theorem
12.9, we know that for every vector aaa in RNi , there is a
point zzz ∈ L(xxx,yyy) such that:

aaa · (Fi(xxx)−Fi(yyy)) = aaa · (OFi(zzz)(xxx−yyy)). (18)



Let aaa in equation (18) be (xxxi− yyyi)
T , and we denote lll =

(l j)
M
j=1, where l j = ||xxx j−yyy j||2,∀ j ∈ N[1,M], then,

(xxxi−yyyi)
T (Fi(xxx)−Fi(yyy))

= (xxxi−yyyi)
T (OFi(zzz)(xxx−yyy))

= (xxxi−yyyi)
T [

M

∑
j=1

O jFi(zzz)(xxx j−yyy j)]

≥ (xxxi−yyyi)
TOiFi(zzz)(xxxi−yyyi)

−|∑
j 6=i

(xxxi−yyyi)
TO jFi(zzz)(xxx j−yyy j)|

≥ (li)2−∑
j 6=i

β
C
i j · li · l j

= li · (ϒClll)i (19)

In [31] Theorem 3.3.4(b), a real square matrix M ∈ Rn×n

is a P-matrix if it satisfies

li(Mlll)i > 0,∀i ∈ Rn

which is equivalent to

min
i∈N[1,M]

li(Mlll)i > 0

Denote b = mini∈N[1,M]
li·[ϒClll]i
||lll||22

> 0 we have

max
i∈N[1,M]

(xxxi−yyyi)
T (Fi(xxx)−Fi(yyy))≥ li · [ϒClll]i ≥ b · ||xxx−yyy||22

(20)
which, according to Definition 2.(b), shows that F satisfies
uniform block P-condition. And based on [12] Proposition 2
part (b) and [32] Proposition 3.5.10 part (b), we know that
the Nash equilibrium is unique.

APPENDIX III
PROOF OF PROPOSITION 3

Denote

S = {ak|ak ∈Ci,s.t.Ci ∈ AC(xxx∗)∪BC(xxx∗)}

as the set of all agents that belong to communities in AC(xxx∗)∪
BC(xxx∗). Then similar to theorem 2, OSFS(xxx∗) is a sub-matrix
of OF(xxx∗) whose columns and rows correspond to the agents
in S. For ∀yyy ∈R|S|≥0, we denote lll = (li)

Q
i=1 ∈RQ

≥0, where li =
||yiyiyi||2,∀i ∈ N[1,Q]. Then we have

yyyTOSFS(xxx∗)yyy

=
Q

∑
i=1

Q

∑
j=1

yiyiyi
T (O jFi(xxx∗))y jy jy j

=
Q

∑
i=1

yiyiyi
Tyiyiyi +

Q

∑
i=1

Q

∑
j=1, j 6=i

yiyiyi
T (O jFi(xxx∗))y jy jy j

≥
Q

∑
i=1
||yiyiyi||22−

Q

∑
i=1

Q

∑
j=1, j 6=i

GC
i j(xxx
∗) · ||yiyiyi||2 · ||y jy jy j||2

=
Q

∑
i=1

li2−
Q

∑
i=1

Q

∑
j=1, j 6=i

GC
i j(xxx
∗) · li · l j

= lllT GC(xxx∗)lll > 0
(21)

which shows OSFS(xxx∗)� 000. According to equation (16) and
equation (17), we know that any agent in A(xxx∗)∪B(xxx∗) is in
S. Therefore, OA,BFA,B(xxx∗) is a principal minor of OSFS(xxx∗),
which means OA,BFA,B(xxx∗) � 000. Then according to theorem
2, the Nash equilibrium is stable.

APPENDIX IV
PROOF OF PROPOSITION 5

We will first introduce the following definitions and theo-
rems.

Definition 7: Equivalent norms:
On a vector space K, two norms g and h are equivalent if

there exist two constants c > 0,C > 0 such that for ∀xxx ∈ K,
c ·h(xxx)≤ g(xxx)≤C ·h(xxx)

Definition 8: For ∀xxx ∈ RN
≥0, partition on xxx, such that

xxx = (xixixi)
M
i=1, xixixi ∈ RNi

≥0,
M

∑
i=1

Ni = N.

For ∀vvv = (vi)
M
i=1 ∈ RM

>0, define norm ||xxx||2,vvv

||xxx||2,vvv =
M

∑
i=1

vi · ||xixixi||2 (22)

||xxx||2,vvv and ||xxx||2 are equivalent norms on RN
≥0

because vmin · ||xxx||2 ≤ ||xxx||2,vvv ≤ vmax ·
√

M · ||xxx||2, where
vmin = mini∈N[1,M] vi, vmax = maxi∈N[1,M] vi.

Definition 9: Contraction Mapping:
In a metric space (K,d), a map f : K → K is called a

contraction mapping on K if there exists q ∈ [0,1) such that
d( f (xxx), f (yyy))≤ qd(xxx,yyy), ∀xxx,yyy ∈ K.

Theorem 3: Banach fixed-point theorem:
Let (K,d) be a non-empty complete metric space with

a contraction mapping f : K → K. Then f admits a unique
fixed-point xxx∗ ( f (xxx∗) = xxx∗) in K.

We denote the best response using the a mapping function
f̃ (xxx) = ( f̃i(xxx))M

i=1, where

f̃i(xxx) = max{ fi(
M

∑
j=1

Wi j ·xxx j),000}, ∀i ∈ {1,2, · · · ,M}

Then we have f̃ (xxx) continuously differentiable on K, and
Oi f̃i(xxx) = 000, ||O j f̃i(xxx)||2 ≤ βC

i j .
Then consider the metric space (K, || · ||2,vvv) and the

contraction mapping f̃ : K → K, we show the following
proof.

Proof: We Denote O f̃i(zzz) = ((O j f̃i(zzz))M
j=1)

T ∈ RNi×N ,
which is continuously differentiable on K. Similar to Ap-
pendix II, based on the equation (18) of Theorem 12.9 in
[30] page 355, we know for every vector aaa∈RNi , there exists
a point zzz ∈ L(xxx,yyy) such that:

aaa · ( f̃i(xxx)− f̃i(yyy)) = aaa · (O f̃i(zzz)(xxx−yyy)), ∀i ∈ N[1,M].



According to the Cauchy Schwarz inequality, we further
have,

|| f̃i(xxx)− f̃i(yyy)||2 ≤ ||O f̃i(zzz) · (xxx−yyy)||2, ∀i ∈ N[1,M] (23)

which can also be written as

|| f̃i(xxx)− f̃i(yyy)||2 ≤ ||
M

∑
j=1

O j f̃i(zzz) · (xxx j−yyy j)||2.

Then with zzz, let vvv = ( 1
ei
)M

i=1 � 000

|| f̃ (xxx)− f̃ (yyy)||2,vvv

=
M

∑
i=1

1
ei
· || f̃i(xxx)− f̃i(yyy)||2

≤
M

∑
i=1

1
ei
· ||O f̃i(zzz) · (xxx−yyy)||2

=
M

∑
i=1

1
ei
· ||

M

∑
j=1

O j f̃i(zzz) · (xxx j−yyy j)||2

≤
M

∑
i=1

M

∑
j=1

1
ei
· ||O j f̃i(zzz) · (xxx j−yyy j)||2

≤
M

∑
i=1

M

∑
j=1

1
ei
· ||O j f̃i(zzz)||2 · ||xxx j−yyy j||2

≤
M

∑
i=1

M

∑
j=1, j 6=i

1
ei
·βC

i j · ||xxx j−yyy j||2

=
M

∑
i=1

M

∑
j=1, j 6=i

1
ei
·

e j

e j
·βC

i j · ||xxx j−yyy j||2

=
M

∑
i=1

M

∑
j=1, j 6=i

1
e j
· ||xxx j−yyy j||2 ·βC

i j ·
e j

ei

=
M

∑
j=1

1
e j
· ||xxx j−yyy j||2 ·

M

∑
i=1,i 6= j

β
C
i j ·

e j

ei

≤ ||xxx−yyy||2,vvv ·Dout
max(eee) (24)

Then with the Banach fixed-point theorem, we know that a
unique Nash equilibrium exists in the network game.

APPENDIX V
PROOF OF COROLLARY 3

Proof: The uniqueness is obvious from Proposition 5.
Denote Dmax = Dout

max(eee) = maxi∈N[1,M] ∑ j: j 6=i βC
ji , and li =

||xixixi||2,∀i ∈ N[1,M] then for ∀xxx ∈ RN
≥0, xxx 6= 000 we have

xxxTOF(xxx)xxx

≥
M

∑
i=1

M

∑
j=1

xixixi
T (III +Γ

C)i jx jx jx j

=
M

∑
i=1

xixixi
Txixixi +

M

∑
i=1

M

∑
j=1, j 6=i

xixixi
T (ΓC)i jx jx jx j

≥
M

∑
i=1
||xixixi||22−

M

∑
i=1

M

∑
j=1, j 6=i

β
C
i j · ||xixixi||2 · ||x jx jx j||2

=
M

∑
i=1

li2−2 ·
M−1

∑
i=1

M

∑
j=i+1

β
C
i j · li · l j

=
M

∑
i=1

(1−
M

∑
j=1, j 6=i

β
C
ji) · li2 +

M−1

∑
i=1

M

∑
j=i+1

β
C
i j · (li− l j)

2

≥
M

∑
i=1

(1−Dmax)li2 +
M−1

∑
i=1

M

∑
j=i+1

β
C
i j · (li− l j)

2 > 0

(25)

so OF(xxx) � 000 on K. We denote the unique Nash equi-
librium as xxx∗, then OF(xxx∗) � 000 and its principal minor
OA,BFA,B(xxx∗) � 000. From Theorem 3, the Nash equilibrium
is stable.


